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an epoch. The information reveal within the raw data and the summarized data can be
measured with the entropy of Shannon’s information theory []:

H(Di,e) = –
ki,e∑

j=
pi,e,j log pi,e,j, ()

where the input data Di,e = (di,e,t)T
t= can be either the raw data such that Di,e ≡ Ri,e, or the

summarized data such that Di,e ≡ Si,e. The probability pi,e,j is measured as follows:

pi,e,j = 
T

T∑

t=
nt , nt =

⎧
⎨

⎩
 if ci,e,j = di,e,t ,
 if ci,e,j ≠ di,e,t ,

()

where nt is the number of occurrences of ci,e,j in the data Di,e. Finally, diversity is another
notion of information reveal that measures the rate of changes in sensor values occurring
within an epoch. It is measured as follows:

βi,e = 
T – 

T–∑

t=
mt , mt =

⎧
⎨

⎩
 if di,e,t = di,e,t+,
 if di,e,t ≠ di,e,t+,

()

where mt counts whether a change occurs between two consecutive time periods di,e,t and
di,e,t+. The information loss between raw data and summarized data can be measured with
the relative approximation error as follows:

ϵi,e,t = |ri,e,t – si,e,t|
|ri,e,t|

()

The data aggregators perform analytics using the summarization data instead of the
raw data. This paper studies aggregation functions as a common analytics operation, e.g.,
summation, average etc. An aggregation function provides collective information about
the individual measurements performed by citizens. The main challenge for data aggre-
gators is if the aggregation functions can be accurately computed using the summarization
data instead of the raw data. The error of an aggregation function, such as the summation,
is computed as follows:

εe,t = |∑n
i= ri,e,t – ∑n

i= si,e,t|
|∑n

i= ri,e,t|
, ()

where n is the number of participating citizens. To distinguish the two errors, the ϵi,e,t
computed by each agent i is referred to as local error, in contrast to the global error εe,t
computed by data aggregators. Given that the two metrics are relative, the global error
can be compared to the average local error among the citizens. The latter is measured as
follows:

ϵe,t = 
n

n∑

i=
ϵi,e,t ()

Data aggregators incentivize citizens to share data as follows. Assume that data aggre-
gators have a budget γe at epoch e that can use to incentivize and reward citizens to share
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()

where nt is the number of occurrences of ci,e,j in the data Di,e. Finally, diversity is another
notion of information reveal that measures the rate of changes in sensor values occurring
within an epoch. It is measured as follows:

βi,e = 
T – 

T–∑

t=
mt , mt =

⎧
⎨

⎩
 if di,e,t = di,e,t+,
 if di,e,t ≠ di,e,t+,
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where n is the number of participating citizens. To distinguish the two errors, the ϵi,e,t
computed by each agent i is referred to as local error, in contrast to the global error εe,t
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n
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Data aggregators incentivize citizens to share data as follows. Assume that data aggre-
gators have a budget γe at epoch e that can use to incentivize and reward citizens to share

Rewards 
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data. The budget cannot be equally divided among citizens as each citizen may select a
different summarization level. In other words, the average reward per citizen should be
scaled up or down according to the summarization level selected. This can be achieved
with a probability density function Pr(αi,e) to incentivize citizens to share more or less
data. Given a constant budget γe, the Pr(αi,e) is continuously updated as follows: When
the global error is very high, lower summarization is required and therefore higher re-
wards can be distributed to low summarization values. In contrast, when a higher global
error can be tolerated, higher summarization can be tolerated as well, resulting in a rela-
tive increment of the rewards to high summarization values. The market equilibrium can
be further studied with mechanism design and game theoretic approaches [].

The rewards received by each citizen i depends on their selection of a summarization
level. The summarization level is a technical concept that citizens may not easily perceive
so that a meaningful selection is performed for them. This barrier may become appar-
ent when citizens use and interact with mobile phones to generate data. In such cases
citizens can easier select a participation level determined within a range [, z] of z ≤ ki,e
discrete options. This approach is documented in related work [, ] and is the practice
of segmented control recommended in the software engineering of mobile applications.a
Option  corresponds to high rewards but low privacy-preservation, whereas, option z
corresponds to low rewards but high privacy-preservation. Selections can be made offline
via survey questions or online via interactions with the software agent [, ]. Selections
made are mapped to the range of summarization values determined by the ki,e possible
summarization values.b A probability density function Ps(αi,e) can be constructed that
measures the probability of a user to have a certain summarization level αi,e.

Given the total number of citizens n, the total budget for rewards γe at epoch e, the
probability density function Pr() for the distribution of rewards and the probability den-
sity function Ps() for the distribution of citizens’ selections of a summarization level, the
rewards of a citizen i with summarization αi,e at epoch e are measured as follows:

γi,e = γe ∗ Pr(αi,e)
n ∗ Ps(αi,e) . ()

The following section illustrates how this model can be empirically used and evaluated
with real-world data.

3 Experimental methodology
The proposed self-regulatory information sharing system is evaluated empirically using
data from two social sensing projects:

• The Electricity Customer Behavior Trial - ECBT : This is a Smart Grid projectc that
studies the impact on electricity consumption of residential and enterprise consumers
in Ireland. The project ran during the period - with data from ,
participating consumers. Consumption data are collected from smart meters every 
minutes. Data are pre-processed to daily and weekly epochs and cleaned up to include
.% of the original data that correspond to  weeks with users having at least %
of data availability. A .% of missing values are interpolated by the earliest meter
read and first following one. Summarization is performed in each daily or weekly
epoch.
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Table 1 An overview of the mathematical symbols

Symbol Interpretation

i An agent index
e An epoch index
t A time index within an epoch
T Epoch duration
Ri,e Sequence of raw data
ri,e,t A record of raw data
Si,e Sequence of summarized data
si,e,t A record of summarized data
fs() Summarization function
j An index for a possible summarization value
ci,e,j A possible summarization value
ki,e The number of possible summarization values
l Number of epochs
αi,e Summarization metric
Di,e Sequence of raw or summarization data
H(Di,e) Entropy
pi,e,j Probability of a possible value occurring in an epoch
nt Occurrence or not of possible value at time t
βi,e Diversity
mt Change or not between two consecutive time periods t and t + 1
ϵi,e,t Local error
εi,et Global error
n Number of participating citizens
ϵe,t Average local error among citizens
γe Total rewards that data aggregators are willing to provide
Pr() Probability density function for rewards
z Number of discrete participation levels
Ps() Probability density function for summarization
γi,e Rewards provided to agent i

Figure 2 Periodic data summarization at two different granularity levels.

The length of the epoch determines the data that the citizen protects. For example,
a daily summarization protects the privacy of data within each day but not across days.
The latter would require weekly or monthly summarization in the context of this work.
The summarization αi,e of an agent i at an epoch e can be measured as follows:

αi,e =  – ki,e
T , ()

where ki,e is the number of possible discrete values used to summarize the raw data di-
vided by the total number of measurements that can be observed within the duration of
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Table 2 An outline of the experiments performed with each dataset

Measurements & variables ECBT Nervousnet

Privacy ! !
Accuracy ! !
Costs & Rewards ! X
Epoch length daily & weekly daily
Summarization level fixed, empirical & algorithmic fixed & algorithmic
Number of citizens ! !
Several sensor types X !
Analytics summation average

Figure 3 Fixed summarization values and the
corresponding number of clusters for daily and
weekly epochs.

Figure  illustrates the scheme with fixed summarization levels. The number of clusters
vs. the summarization values are computed with Equation ().

The empirical selection of summarization levels is performed using the answers of sur-
vey questions from the ECBT project. However, the proposed model is generic and can
be applied beyond the ECBT project. The goal of engaging these empirical data is to show
how the proposed model can be applied in reality rather than studying the actual privacy
profiles of citizens. The latter requires highly contextualized data that is challenging to
acquire. This expansion is beyond the scope of this paper and is subject of future work.
Questions that indicate desire, belief, or intention for a participation in the ECBT project
are correlated to the selected level of summarization. The questions have z =  possible
answers with ‘’ indicating a strong agreement and ‘’ a strong disagreement. Different
questions are answered by residential consumers and small-medium enterprises. For the
residential consumers, the following question is considered:

Question  My household may decide to be more aware of the amount of electricity used
by appliances we own or buy.

A non-linear exponential half-life regression model approximatesf the Ps(αi,e) from the
probability density function of the answers:

Ps(αi,e) = a + b


αi,e
c

, ()
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Does summarization improve privacy? 

How does participation level influence privacy? 

Does sensor/information type influence these trade-offs? 

Which are the trade-offs between privacy & accuracy in analytics? 

How rewards can be fairly distributed given citizens’ selections? 
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Does summarization improve privacy? 

Does sensor/information type 
influence these trade-offs? 
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How does participation level influence privacy? 
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Which are the trade-offs between 
privacy & accuracy in analytics? 
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How rewards can be fairly distributed 
given citizens’ selections? 
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data. The budget cannot be equally divided among citizens as each citizen may select a
different summarization level. In other words, the average reward per citizen should be
scaled up or down according to the summarization level selected. This can be achieved
with a probability density function Pr(αi,e) to incentivize citizens to share more or less
data. Given a constant budget γe, the Pr(αi,e) is continuously updated as follows: When
the global error is very high, lower summarization is required and therefore higher re-
wards can be distributed to low summarization values. In contrast, when a higher global
error can be tolerated, higher summarization can be tolerated as well, resulting in a rela-
tive increment of the rewards to high summarization values. The market equilibrium can
be further studied with mechanism design and game theoretic approaches [].

The rewards received by each citizen i depends on their selection of a summarization
level. The summarization level is a technical concept that citizens may not easily perceive
so that a meaningful selection is performed for them. This barrier may become appar-
ent when citizens use and interact with mobile phones to generate data. In such cases
citizens can easier select a participation level determined within a range [, z] of z ≤ ki,e
discrete options. This approach is documented in related work [, ] and is the practice
of segmented control recommended in the software engineering of mobile applications.a
Option  corresponds to high rewards but low privacy-preservation, whereas, option z
corresponds to low rewards but high privacy-preservation. Selections can be made offline
via survey questions or online via interactions with the software agent [, ]. Selections
made are mapped to the range of summarization values determined by the ki,e possible
summarization values.b A probability density function Ps(αi,e) can be constructed that
measures the probability of a user to have a certain summarization level αi,e.

Given the total number of citizens n, the total budget for rewards γe at epoch e, the
probability density function Pr() for the distribution of rewards and the probability den-
sity function Ps() for the distribution of citizens’ selections of a summarization level, the
rewards of a citizen i with summarization αi,e at epoch e are measured as follows:

γi,e = γe ∗ Pr(αi,e)
n ∗ Ps(αi,e) . ()

The following section illustrates how this model can be empirically used and evaluated
with real-world data.

3 Experimental methodology
The proposed self-regulatory information sharing system is evaluated empirically using
data from two social sensing projects:

• The Electricity Customer Behavior Trial - ECBT : This is a Smart Grid projectc that
studies the impact on electricity consumption of residential and enterprise consumers
in Ireland. The project ran during the period - with data from ,
participating consumers. Consumption data are collected from smart meters every 
minutes. Data are pre-processed to daily and weekly epochs and cleaned up to include
.% of the original data that correspond to  weeks with users having at least %
of data availability. A .% of missing values are interpolated by the earliest meter
read and first following one. Summarization is performed in each daily or weekly
epoch.
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Local errors cancel out resulting in low global errors 

Higher summarization, higher privacy-preservation 

More participants, higher privacy-preservation 

Sensor types influence privacy-preservation & accuracy 

Incentivization can be optimized to be fair 
07.12.2015 
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